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Abstract
Block-based regular SSDs have been widely used as storage
backends for persistent cache systems due to their explicitly
lower cost and persistence compared to DRAM. However,
the caching workloads are both write- and update-intensive.
It incurs a large amount of device-level write amplification
(WA) in the internal garbage collection (GC), which can lead
to SSD lifespan and potential performance issues. Zoned
Namespace SSDs (ZNS SSDs) offer a new interface for mod-
ern SSDs to overcome the limitations of regular SSDs in
some use cases. As ZNS SSDs need much lower internal
over-provisioning, they can offer a larger capacity compared
with regular SSDs. Considering these two advantages of ZNS
SSDs, we aim to explore three possible schemes to adapt the
existing persistent cache system on ZNS SSDs and analyze
their benefits and limitations. We conduct comprehensive
evaluations to further illustrate the tradeoffs of each scheme.
Based on our research and investigation, we conclude that
ZNS SSDs exhibit promising results as better storage back-
ends for persistent cache. Further, the co-design between
cache management and zone management can potentially
enhance the cache efficiency and performance.
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1 Introduction
Flash-based SSDs have been widely used for cache systems
due to low cost and persistence compared with DRAM [2, 11].
Existing works mainly focus on caching data on regular
block-based SSDs (i.e., regular SSDs). Regular SSDs’ garbage
collection (GC) is managed by Flash Translation Layer (FTL)
and cannot be controlled by applications. With many ran-
dom and small writes to SSDs, the uncontrollable GC will
incur a high write amplification (WA), unstable through-
put, and high tail latency [11]. This issue becomes more
pronounced when the SSD capacity utilization is high [27].
Unfortunately, caching workloads consist of small, intensive,
random updates with high capacity utilization [11, 27, 30].
The additional in-device data movements will further de-
crease the lifespan of the SSDs [4]. The open-channel SSDs
[5, 14, 35] can separate different data streams into different
channels, relieving WA and GC penalties. However, open-
channel SSDs need extra work on the user client.

Zoned Namespace SSDs (ZNS SSDs) offer a new interface
for modern SSDs to overcome the aforementioned limita-
tions of regular SSDs [3]. Similar to other zone-based storage
devices [1, 9, 37–39], with sequential write and zone-based
cleaning constraints, ZNS SSDs can avoid internal GC. The
GC task can be managed by the applications, which provides
the potential to reduce WA. More importantly, ZNS SSDs
can offer explicitly larger storage capacities and more stable
performance compared to compatible regular SSDs due to
less over-provisioning (OP) space and simple internal opera-
tion logic [4]. Considering the potential of reducing the WA
and larger capacity with ZNS SSDs, in this paper, we want
to explore and answer the following question: can ZNS SSDs
be better storage devices for persistent cache? In particular, we
will explore the following detailed perspectives: 1) How to
adapt the existing flash-based persistent cache systems on
ZNS SSDs? 2) Can a ZNS SSD-based cache achieve better
performance in terms of throughput, latency, and hit ratio?
3) Additionally, what advantages or disadvantages does the
new zone-based interface bring to caching workloads? In this
paper, we utilize CacheLib [2], a general cache framework
developed by Meta, to demonstrate and analyze.
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To answer these questions, we present the three possible
schemes that can adapt CacheLib to utilize ZNS SSDs as the
persistent back-end and analyze their tradeoffs. In the first
scheme, we run CacheLib on a ZNS-compatible file system
like F2FS [21] (called File-Cache). The file systemwill handle
all low-level operations management, so this approach can
provide convenience for CacheLib to use ZNS SSDs. However,
this design will lead to serious performance degradation
and substantial WA since the management of file system is
too heavy for cache access patterns. The internal indexing,
I/O, and management are not designed and optimized for
cache. The second scheme directly maps the cache on-disk
management unit (i.e., region) to the fixed-size zone (called
Zone-Cache). This method can achieve true zero WA and
be GC-free. However, it lacks flexibility due to the fixed zone
size and may use an extremely large region size. The large
region size may suffer from performance degradation and a
low cache hit ratio when the cache size is small. In the third
scheme, we propose to use a simple middle layer to translate
the zone interface to the region interface (called Region-
Cache). The middle layer can support flexible region sizes
on ZNS SSDs, which avoids overheads of the large region
size, but it needs GC to clean the zones. Moreover, it provides
opportunities for persistent cache to directly manage and
optimize the allocation and zone cleaning.
To further illustrate the tradeoffs of each solution, we

conduct comprehensive evaluations in Section 4. Specifically,
we utilize the CacheBench from CacheLib [12] and integrate
Cachelib into RocksDB as the end-to-end case to evaluate
the three proposed solutions compared with the compatible
regular SSDs. The analysis and evaluations lead us to the
following observations:

1. Using a file system on ZNS SSDs is a convenient solu-
tion but it can lead to high overheads and high costs.

2. The specific caching design on ZNS SSDs can achieve
a better hit ratio (from 94.29% to 95.08% in Section 4.1)
than regular SSDs due to their larger device capacity
and lower OP ratio (assuming hardware cost is same).

3. ZNS SSDs can reduce the tail latency and lower WA
compared with regular SSDs, which gives benefits for
caching workloads (up to 20% throughput improve-
ment and 42% tail latency reduction in RocksDB com-
pared to caching with regular SSDs in Section 4.2).

4. The persistent cache systems can potentially achieve
explicitly higher throughput and lower WA with re-
fined co-design between cache management and ZNS
SSD zone management.

We concluded ZNS SSDs can be better storage devices
for persistent cache. To help further investigations and
research, we open-sourced our code in Github 1.
1https://github.com/asu-idi/ZNS-Cache

2 Background and Motivations
In this section, we will present the background and related
work about flash cache and ZNS SSDs, motivating our work.

2.1 Flash Cache and CacheLib
Flash cache has been widely used in current data infrastruc-
ture due to its higher cost-effectiveness and significantly
larger capacity compared to the DRAM-based cache system.
Several studies have been conducted to design and optimize
flash-based cache systems [2, 11, 27–29], and they mainly
focus on caching data on regular SSDs (i.e., the SSDs with
the block interface). One notable example is CacheLib [2].
CacheLib is a pluggable caching engine developed by Meta,
aiming to build and scale high-performance cache services.
In log-structured cache of CacheLib, the flash space is par-
titioned into regions, and each region is used to package
cache objects with different sizes. To amortize the increasing
GC cost of frequent cache object evictions and insertions,
CacheLib evicts entire regions rather than individual cache
objects, and region size is configurable, e.g., 16 MiB.

2.2 Zoned Namespace SSDs
Zoned Namespace SSDs (ZNS SSDs) are a new type of SSDs
that divides flash into different zones [3]. In each zone, we
can read randomly like the regular block devices but data can
only be written sequentially and in a controlled manner (i.e.,
only write data at the write pointer’s position). The write
pointer can be moved sequentially bywrite or append, shifted
to the start by the reset, or jumped to the end of the zone by
finish. This design simplifies the internal GC in FTL (known
as the device-level GC), as the GC task is mainly instead
managed by applications. The user-level GC is like the open-
channel SSDs [3, 4, 35]. By better managing the data stored
in ZNS SSDs, GC andWA can be potentially reduced [17, 36].
Also, ZNS SSDs can have a larger capacity (e.g., 7-28%) than
the compatible regular SSD (i.e., the same hardware and cost)
since less internal OP space is needed [3, 4]. Existing studies
have demonstrated the benefits of deploying and optimizing
ZNS SSDs on specified applications, including LSM-based
key-value stores [6, 17, 23, 26], RAID systems [20, 24, 36],
and log-structured systems [16, 22, 32, 33].

2.3 Motivations
The current persistent cache system based on regular SSDs
is facing severe WA and high tail latency issues. Many works
have pointed out that the caching data on regular SSDs may
incur a large device-level WA factor if the write behavior
is not well-designed [11]. WA can be even higher when we
have a large number of random and small writes on SSDs.
Moreover, the internal GC of regular SSDs can lead to sig-
nificant performance regression and WA when the capacity
utilization is high [27]. Unfortunately, those are the main

https://github.com/asu-idi/ZNS-Cache
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Figure 1: Architecture of the three possible schemes to using ZNS SSDs in a cache system.

writing behaviors and utilization of caching workloads (i.e.,
small, intensive, and random updates as well as high capac-
ity utilization). Moreover, there exists uncontrollable GC in
regular SSDs because each writes to a regular SSD has the
potential to trigger GC, leading to a higher tail latency and
influencing the performance [4]. Those issues are mainly
caused by the internal FTL designs, characteristics of regular
SSDs, and the mismatch between legacy block interfaces and
cache management units.
Compared to regular SSDs, ZNS SSDs offer the potential

to reduce the WA and tail latency by avoiding internal GC.
Further, it can offer larger storage capacity for the same
device cost [3]. Less WA can increase the lifespan of the
SSDs, and avoid throughput reduction and unstable latency
caused by additional in-device data movements. Moreover,
when the total device cost is the same, a cache system with a
larger capacity can typically lead to a better overall cache hit
ratio [31] (the cache size is smaller than theworking set of the
current workload). Given these two advantages of ZNS SSDs,
we aim to explore the possibilities and tradeoffs of utilizing
ZNS SSDs as the backend of a persistent cache. First, we will
explore and analyze three solutions that can represent most
of the possible design spaces when utilizing ZNS SSDs as the
cache backend (i.e., fully transparent layer, directly managed,
and using a customized middle layer). Then, based on the
insights and observations, we will discuss more potentials
for ZNS SSDs to achieve lower WA and higher throughput
compared to the compatible regular SSDs.

3 Are The Three Solutions Good Enough?
In this section, we will explore the following solutions that
cover three possible design spaces: 1) File-Cache, using a
ZNS-compatible file system for full transparency; 2) Zone-
Cache, the cache system directly manages the ZNS SSDs by
matching the cache management unit with the zone; and
3) Region-Cache, using a simple middle layer to provide a
region interface for cache. The overall architectures of these
three schemes are shown in Figure 1. We will focus on the
following four measurement metrics (i.e., flexibility, space
efficiency, performance, and WA) and answer the follow-
ing questions: 1) Is this a feasible solution? 2) What are the
potential benefits? 3) What are the tradeoffs?

To verify our analysis, we also compare these three schemes
with CacheLib on regular SSDs (Block-Cache). The overall
evaluation is shown in Figure 2 (details can be found in Over-
all Comparison of Section 4.1). We will analyze the results
in the following sections.

3.1 Can We Use a ZNS Compatible File
System To Support Persistent Cache?

Answer: Absolutely yes! CacheLib and other persistent
cache are designed to use either a raw regular block device
(no file system) or one large file allocated in a file system.
Therefore, the ZNS SSD can be formatted with a compatible
file system so that the CacheLib can directly use its file-
base engine to read and write regions on a pre-allocated file.
The architecture is shown in Figure 1(a). All the low-level
operations including zone allocation, zone cleaning with GC,
and indexing are applied and managed by the file system,
which is fully transparent to CacheLib.

After configuring the file system, all I/O operations can
directly leverage the file interface to manage. Thus, the cache
can treat the ZNS SSD like a regular device. However, this
design pays a high price on both performance and WA. First,
current ZNS SSDs compatible file system (e.g., F2FS [21])
needs additional space provisioning (e.g., 20%) to conduct
garbage collection management, lowering the benefits of
large space of using ZNS SSDs. Second, the file system is
designed for general use cases. The frequent cache unit over-
write/update can lead to unexpected file system internal GC
and zone cleaning, which causes high overhead and WA.
Finally, the full transparency makes us lose the chance to
optimize GC and WA by using application-level hints.
In Figure 2, the throughput and hit ratio of File-Cache

are lower than those of Block-Cache due to its additional
mapping overhead, OP space requirement, and GC overhead
[33]. Therefore, using a ZNS-compatible file system like F2FS
to support persistent cache on ZNS SSD is feasible and con-
venient, but it will bring explicitly high overhead.

3.2 How About Matching the Cache
Management Unit with Zone?

Answer: It might be a better solution! Most of the per-
sistent cache designs, including CacheLib, group the newly



HOTSTORAGE ’24, July 8–9, 2024, Santa Clara, CA, USA C. Yang et al.

Reg
ion
-Ca
che

Zon
e-C
ach
e

File
-Ca
che

Blo
ck-
Cac
he

0.0

0.2

0.4

T
hr
ou
gh
pu
t

Region-Cache

Zone-Cache

File-Cache

Block-Cache
0.90

0.92

0.94

0.96

H
it 

R
at

io

Figure 2: Performance of the four schemes.

inserted cache objects into a much larger management unit
(e.g., fixed-size regions) to reduce the WA and improve the
I/O efficiency by allocating and evicting large I/O units on
SSDs. If space is not enough, one region (e.g., at the LRU end)
will be evicted and overwritten by the upcoming new region.
If we enlarge the region size to match the zone size (i.e.,
one region per zone), CacheLib can directly use ZNS SSDs
to persist the regions by adding similar zone management
operations in region management as shown in Figure 1(b).

This design brings several benefits. First, since one region
fully utilizes one zone, when a region is evicted, the zone can
be directly reset without any datamigration. This scheme can
achieve real zero WA and be GC-free. Second, extra indexing
is not needed in this scheme as CacheLib can directly use
ZNS SSDs by adding one entry of zone number to the region
metadata for I/Os. Finally, this scheme can achieve the best
space utilization since no OP is needed for GC.
Zone-Cache seems to be the best design. However, if we

need to match the region to a large zone size (e.g., 1077 MiB
in Western Digital ZNS SSD [4]), a very large region size can
cause other issues. First, we have to evict the entire region
when performing a cache eviction. Evicting a large region
will cause many valid or hot cache objects to be evicted at
the same time, which will explicitly impact the hit ratio (vali-
dated in RocksDB evaluation at Section 4.2). Second, a larger
region size requires setting up a larger region buffer in mem-
ory to cache the newly inserted objects, which consumes
more DRAM space. Third, a large region will cause a long
allocation time in eviction and a long filling time in insertion,
reducing the parallelism effectiveness.
Moreover, we collected the insertion time to fill the re-

gion in-memory buffer using a large region (i.e., 1024MiB)
as shown in Figure 3(a). The insertion time refers to the du-
ration it takes for CacheLib to insert key-value pairs into the
DRAM buffer. When the buffer is full, CacheLib will flush its
contents to a flash device. The time significantly increases
when region eviction begins at sequence 76, which does not
occur in a small region design (i.e., 16 MiB) as shown in
Figure 3(b). We think the increased insertion time is caused
by eviction operations in other threads, which involve lock
controls for the shared index. Additionally, we found that
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Figure 3: Time to fill the region in-memory buffer.

the time to fill a 1024 GiB region is longer than the time
to fill 64 regions of 16 MiB each. Unlike the small region,
the coarse-grained parallelism of the large zone incurs more
overhead. If the ZNS SSD is produced with a small zone size
[15] (e.g., 16 or 64 MiB), Zone-Cache might be a good de-
sign to avoid the overhead of large region size. However, the
smaller zone may have lower per-zone throughput which
needs additional designs.

The evaluations in Figure 2 show that Zone-Cache can get
the highest hit ratio but can not do well in throughput.

3.3 Do We Need A Simpler Middle Layer?
Answer: It can be a better solution for some cases, but
not all! In this section, we will explore another way to make
the tradeoffs between four matrices. We add a simple middle
layer to translate regions to physical zone addresses as shown
in Figure 1(c), called Region-Cache. Compared to File-Cache,
it’s much simpler and introduces less overhead. Compared to
Zone-Cache, it provides better flexibility and performance.
Data Management In the middle layer, we also use re-

gions as I/O units. Unlike managements in Block-Cache and
File-Cache with 4KiB block indexing, it will incur less map-
ping overhead. The mapping between the region ID and the
in-zone address of ZNS SSDs is stored in a mapping (e.g., an
ordered map). When CacheLib flushes a region, the middle
layer will first write the data to ZNS SSDs and update the
mapping. If CacheLib rewrites a region, the mapping corre-
sponding to this region will be deleted, and the bitmap status
of the zone will be updated. The bitmap is a set of 0/1 bits,
and it will indicate whether the region is valid. For a zone
with 1024MiB and 16MiB region, the bitmap will only cost
64 bits of space. The proposed middle layer supports concur-
rent writing of multiple zones at the same time. The zone is
finished when there is no space to write a new region. When
one read operation is called, the middle layer will look up
the mapping by the region ID, and compute the real physical
address using the in-region offset and in-zone address.
Garbage Collection In this design, we will use a back-

ground thread to check the empty zone number and valid
data size of the finished zones. If the number of empty zones
is less than the number of minimal empty zones (e.g., 8 zones),
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we will select one zone (e.g., less than 20% of the zone ca-
pacity is occupied by the valid regions) to apply GC (i.e.,
migrating the valid regions to other open zones and reset
this zone). Note that, the GC threshold and the zone selection
threshold are configurable and can be different in different
workloads, cache policies, and cache setups. Exploring the
thresholds can be the future work.
The evaluations in Figure 2 show that Region-Cache can

get a high throughput similar to Block-Cache, indicating the
design space in caching on ZNS SSDs.

3.4 Discussion
Based on the analysis and evaluation, we find the File-Cache
scheme is not a suitable scheme for caching on ZNS SSDs. It is
limited by its file interface and high OP space. For the Region-
Cache and Zone-Cache, they have different advantages. Com-
pared to Block-Cache, the Region-Cache can achieve similar
throughput and hit ratio, and achieve lower tail latency com-
pared to Block-Cache (shown in Section 4.2). Zone-Cache
can get a larger cache size and be GC-free, thus its hit ratio
is higher than Block-Cache. Also, zero WA can make Zone-
Cache achieve a much longer SSD lifespan. Zone-Cache is a
compelling design especially when the zone size is small.

The middle layer design (Region-Cache) makes the trade-
offs between File-Cache and Zone-Cache, which achieves
both high flexibility and high performance. More impor-
tantly, the middle layer scheme opens the design space to
further optimize the throughput and WA by conducting the
co-design between cache management and zone manage-
ment. For example, during the zone GC, not all the valid
regions are needed to be migrated. By using the cache or
upper application information or hints, the GC overhead can
be effectively minimized without explicitly sacrificing the
cache hit ratio [34].

In conclusion, the Zone-Cache can perform better in the
hit ratio. The Region-Cache can perform better in through-
put. And the File-Cache is not a suitable design.

4 Evaluations
In this section, we evaluated three schemes (i.e., File-Cache,
Zone-Cache, and Region-Cache) on a real ZNS SSD, and
compared with the CacheLib on regular SSDs (Block-Cache).
Our evaluations were conducted on the ASUSTeK ESC4000
server with Intel(R) Xeon(R) Silver 4210 CPUs and 187GiB
DRAM memory. The ZNS SSD is 1TB Western Digital Ultra-
star DC ZN540 with 904 zones and the zone size is 1077MiB.
The regular SSD is a hardware-compatible 1TB SN540 SSD.
The 6GiB regular block device for F2FS is created by nullblk.

4.1 Micro Benchmark Evaluations
In this section, we will evaluate different schemes using the
CacheBench [12] benchmarks from CacheLib. We use the
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Figure 4: Performance of under different OP schemes.

workload at feature_stress/navy/bc which has 50% get, 30%
set, and 20% delete operations. We use LRU as the cache
eviction policy in CacheLib.

Overall Comparison. First, we evaluate the four schemes
and mainly focus on their throughput and hit ratio. In Zone-
Cache and Region-Cache, we all use 25 zones. As Zone-Cache
does not need OP space, we set the cache size to 25GiB. For
Block-Cache, File-Cache, and Region-Cache, we use 20GiB
cache size (assuming at least 5GiB OP space). For File-Cache,
F2FS needs at least 38 zones and a 6GiB regular block device
to build a 20GiB cache size. The result is shown in Figure 2.
Block-Cache, File-Cache, and Region-Cache have similar hit
ratios and they are lower than the Zone-Cache which has
the largest cache size. Block-Cache has a high throughput
compared to other ZNS-based schemes due to its large re-
served space and smaller minimal-erase block. Zone-Cache
can get higher throughput than File-Cache for its low over-
head mapping and GC-free design. Region-Cache gets the
best result by resolving the overhead of managing the large
region size of Zone-Cache. The Zone-Cache can achieve a
better hit ratio (from 94.29% to 95.08%) than the Block-Cache.

Table 1: WA Factor under different OP ratios.

Scheme 10% 15% 20%
Region-Cache 1.39 1.30 1.15
File-Cache 1.25 1.19 1.11

Evaluation under different OP ratios. To demonstrate
the tradeoffs of the three ZNS-based schemes, we also con-
duct experiments with different OP ratios as shown in Figure
4 and Table 1. In this evaluation, we both use device space
of 220 zones (about 230 GiB) and set different OP ratios 10%,
15%, and 20% (the Zone-Cache will always use 0% OP ratio).
For Region-Cache and File-Cache, a larger OP ratio will lead
to higher throughput and lower hit ratio, which indicates the
tradeoff between throughput and hit ratio. The results also
show higher WA can bring lower throughput. Zone-Cache is
GC-free, and the WA Factor is always 1. For the Zone-Cache,
it can get a higher hit ratio, but the throughput is limited by
the overhead of managing such large regions.
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Figure 5: Performance of the four schemes serving as
the secondary cache of RocksDB.

4.2 End-to-End Evaluations with RocksDB
To conduct the comprehensive evaluation with real-world
applications, we integrate the four schemes into RocksDB, a
widely used LSM-based key-value stores [7, 18, 19, 25], as its
secondary cache [8, 10] and utilize the db_bench [13] to eval-
uate them. Without explicit explanation, the key and value
sizes are 16 bytes and 64 bytes respectively, with index block
caching and direct I/O enabled. For other configurations, we
keep the default settings. In the secondary cache (Cache-
Lib), the DRAM size is set to 32MiB (the minimal DRAM
size which allows the cache to work well). We use a 5GiB
flash cache size and reserve enough OP space to reduce GC
and focus on tail latency and throughput. We utilize Seagate
ST6000NM0115 HDD (6TiB) as the backend of RocksDB. For
the ReadRandom workload settings, we used ReadRandom
Exp Range (abbreviated as ER) to control the data skew-
ness (larger ER value means more skewed data). We selected
ER values of 15 and 25 to represent different degrees of data
skewness. Initially, we used the fillrandomworkload to insert
100 million key-value pairs, and subsequently, we employed
the readrandom workload to retrieve 1 million keys.
Throughput. As shown in Figure 5(a), the throughput

of Region-Cache is highest, with up to 21% throughput im-
provement compared to Block-Cache. File-Cache gets better
throughput than micro-benchmark due to enough OP space.
As shown in Figure 5(b), Zone-Cache has the lowest overall
throughput caused by its lowest cache hit ratio, which is
mainly caused by large region eviction (i.e., all cached ob-
jects of a 1077 MiB zone are cleaned). Moreover, since the
cache size is small (5 GiB), RocksDB is more sensitive to this
large region eviction.

Table 2: Performance of different sizes on Zone-Cache
for RocksDB.

Cache Size 4G 5G 6G 7G 8G
Throughput (k ops) 1.869 2.345 2.822 3.378 4.100
Hit Ratio (%) 86.95 89.80 91.54 93.03 94.40

Latency. In Figure 5(d), the tail latency of File-Cache is the
lowest, even lower than Region-Cache, this is because F2FS
is optimized for tail latency [21], and it achieves at most a
42% latency reduction compared to Block-Cache. We expect
a better performance when small zone sizes (e.g., Samsung
ZNS SSDs with 96 MiB zone size [15]) are provided. Since the
read performance of RocksDB is sensitive to the secondary
cache latency, the throughput of RocksDB with Block-Cache
is even lower than File-Cache, mainly due to the high tail
latency. As shown in Figures 5(c) and 5(d), the P50 latency
of Block-Cache is low, but its P99 latency is the highest. The
uncontrollable internal GC mainly causes this higher tail
latency in regular SSDs.

Evaluation under different cache sizes. The results in
Figure 5 show the limitations of Zone-Cache when the cache
size is small. To be noted, the Zone-Cache used in the above
experiments only uses the same cache size with other designs
(i.e., 5GiB). From our previous discussion, the Zone-Cache
can provide a larger cache size than other schemes. There-
fore, we also conducted experiments on RocksDB where the
ER value was 25 with different cache sizes, showing the im-
portance of cache size. The result is shown in Table 2. The
workload used in RocksDB is more sensitive to hit ratio as
the data is stored in HDDs. We can get higher hit ratios and
throughput when large cache sizes are provided to Zone-
Cache. It show that using ZNS SSDs for caching can give a
larger cache size than regular SSDs.

5 Conclusion
In this paper, we propose, analyze, and evaluate three possi-
ble schemes to use ZNS SSDs for persistent cache. Our find-
ings suggest that ZNS SSDs can be better storage devices for
persistent cache compared with regular SSDs, which is also
verified by using ZNS SSD as a secondary cache for RocksDB.
Our further work includes closing the semantic gap between
cache management and zone GC with co-designs.
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